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ABSTRACT
We developed an interactive online textbook that interleaves R programming activities with text as a
way to facilitate students’ understanding of statistical ideas while minimizing the cognitive and emotional
burden of learning programming. In this exploratory study, we characterize the attitudes and experiences
of 672 undergraduate students as they used our online textbook as part of a 10-week introductory course
in statistics. Students expressed negative attitudes and concerns related to R at the beginning of the
course, but most developed more positive attitudes after engaging with course materials, regardless of
demographic characteristics or prior programming experience. Analysis of a subgroup of students revealed
that change in attitudes toward R may be linked to students’patterns of engagement over time and students’
perceptions of the learning environment.
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1. Introduction

Statistics has long been taught in conjunction with data analysis.
Yet, an enduring question is how best to integrate data analysis
activities into the statistics curriculum. A dominant approach in
U.S. universities is the lab-lecture model, in which students learn
about a statistical concept such as the t-test during lecture and
then apply that concept later in the computer lab. Lab activities
often rely on prepackaged software tools, such as SPSS, and focus
on producing statistical output, often with procedural instruc-
tions (ASA GAISE College working group 2016; McCulloch
2017). Although supplementing lecture with lab-based activities
can provide students with meaningful learning opportunities,
there are reasons to consider alternative models for integrating
data analysis in the statistics curricula. One is that students who
experience a separation between statistics concepts learned in
lecture and the data analysis they perform in lab may end up
thinking of statistics as a set of isolated skills and procedures
rather than as a system of interconnected ideas (Reid and Petocz
2002). Traditional statistics instruction that focuses more on
algebraic formulas and the procedures for calculating statistics
and less on their interpretation perpetuates this problem (Moore
1992, 1997). Because the concepts, formulas, and data analysis
procedures are not intertwined, the knowledge students are left
with at the end of the course does not easily transfer to new
situations (Fries et al. 2020; Son et al. 2021).

Lack of transfer is not the only reason to rethink the integra-
tion of statistical concepts and data analysis. Modern statistics
has become an increasingly computational science (Nolan and
Temple Lang 2010; Cobb 2015). Many of the most important
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concepts in modern statistics can only be understood through
computational procedures for data analysis. Techniques such as
simulation, bootstrapping, and permutation require students to
imagine and then implement, a data generating process that can
be used to generate reference distributions that can, in turn, be
used to interpret actual distributions of data. These techniques
have grown in popularity because now, for the first time in
human history, the computational power to implement them is
affordable.

Software for data analysis is also undergoing a transforma-
tion. The earliest packages—many of which are still in use today
(such as SPSS)—made it easier and more convenient to do the
calculations previously done by hand and then by electronic
calculators. In lectures, students would learn the formulas, then
in the lab they would apply the formulas to produce and inter-
pret statistics. But software has changed as new techniques have
emerged (ASA GAISE College working group 2016). It is not
enough to get the answer to a question about a bootstrapped
standard error. Students must be able to understand and reason
about the computational process (not just the formula) that
produced the standard error (Moore 1992; Cobb 2007a, 2007b;
Nolan and Temple Lang 2010).

Thus, because the field of statistics has advanced in its prac-
tices, and because technology has changed, it is a good time to
create, test, and improve new pedagogies for teaching statistics
and data analysis. Many have taken up this challenge (e.g.,
Cobb et al. 1997; Finzer 2001; Konold and Miller 2004; Nolan
and Temple Lang 2007; Rossman and Chance 2014, see also
the JSDSE 2021 special issue on computing; Gould, Wong, and
Ryan 2017; Pruim, Kaplan, and Horton 2017; Lock et al. 2021).
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Our interest is in how to introduce statistical programming
languages (in our case using R) into the teaching of data analysis
and in how to teach modern methods of data analysis as a means
of helping students create a deep and transferable understanding
of the core concepts that underlie statistics. We also want to
connect our students to the fast-growing world of data science,
and increase the numbers of students, especially those who are
traditionally disadvantaged, who can envision the field of data
science as a possible career pathway.

2. Teaching Data Analysis with R

R is a statistical computing environment for data analysis that
has been widely adopted by researchers and industry profession-
als in STEM, the social sciences, and the humanities (R Core
Team 2019). Though many data analysis tools are available, R
offers several advantages. First, R is open-source and free, which
reduces barriers to access. Second, R is flexible and powerful;
it can be used for both simulation and data analysis. Unlike
analyzing data using point-and click interfaces, analyzing data in
R involves writing code, which can make statistical thinking and
data analysis processes more visible and reproducible; thus, the
use of R may offer students an additional representational tool to
build their understanding. Third, R is used by a growing number
of people across different fields and thus is more generalizable
than other statistical software programs.

Although more and more educators are using R to teach
data analysis (e.g., Baumer et al. 2014; Nolan and Temple Lang
2015; Mascaró, Sacristán, and Rufino 2016), many barriers
remain. One barrier is the lack of integration between text-
based instructional materials and R coding environments. For
example, a growing number of textbooks supplement statistics
content with R, but most require students to switch between the
text and some other platform (such as RStudio installed on their
own computer) to try out any R code (i.e., Dalgaard 2008; Field,
Miles, and Field 2012; Nolan and Temple Lang 2015; Navarro
2020). For novice students, the initial difficulty of setting up R
may be a barrier to the R component of the class (Çetinkaya-
Rundel and Rundel 2018), and even though R is interspersed
with the statistics concepts in the textbook, it might feel like
something separate they have to do after they read the book.

In addition to challenges integrating R with course materials,
many instructors report (both formally and informally) that
students “hate programming” and fear students’ initial feelings
toward R will turn them off of statistics (Ward 2013; Rode and
Ringel 2019). Because R is syntax-based (rather than having
a point-and-click interface), there is a general perception that
it may be harder to learn for some students—especially those
who come in with no prior programming experience (Biehler
1997). For many instructors, just the idea of teaching R may be
challenging, particularly when they themselves may have little
or no experience with R. All of these factors lead to a persistent
worry that the cognitive and emotional burden of learning R will
make it more difficult for students to focus their attention on
understanding statistical concepts (rOpenSci 2018).

We share some of these concerns. However, it is possible
that these presumed negative effects of learning R might be
mitigated by the way in which R is introduced and taught. If
R is taught as a set of procedures to be learned separately from

the main course content (e.g., concepts and algebraic formulas),
then it will be hard for students to view it as a tool to support
statistical thinking and understanding. Furthermore, students
may not be able to see its relevance and value in their chosen
field of study or to their lives more broadly. It is also possible
that teachers who incorporate R attempt to teach too much
programming, including concepts (e.g., for loops, pointers) that
are not necessary for students taking an introductory statistics
class nor directly aligned with the goal of teaching statistics for
understanding.

2.1. Cognitive and Motivational Considerations

Like many things in education, we believe the effects of inte-
grating R into the introductory statistics course will depend
on how the integration is carried out. If students perceive R
as something extra that must be learned, over and above the
already challenging subject matter of statistics, they may feel that
learning R is too costly and stressful. But if students see R as a
tool for understanding and doing statistics, they may see R as
valuable and relevant, and thus develop more positive attitudes
toward R and toward statistics.

Our perspective draws on theory and research from cognitive
psychology. According to Cognitive Load Theory (Sweller 1988,
1999, 2018), inherently complex learning materials (known as
high intrinsic cognitive load) or materials that introduce too
much information simultaneously (high extraneous cognitive
load) can deplete students’ cognitive resources and impede
meaningful learning (Sweller 1988, 1999, 2018). Conversely,
materials that stimulate mental activity in ways that are
challenging, yet relevant (high germane cognitive load), can
promote learning and transfer (Paas, Renkl, and Sweller 2004).
Our perspective also draws on the expectancy-value-cost theory
of achievement motivation (Barron and Hulleman 2015), which
provides a useful framework for understanding how students’
perceptions of the learning environment shape their choices,
persistence, and motivation. When students perceive instruc-
tional activities to be valuable and relevant, their motivation and
interest increases (Hulleman and Harackiewicz 2009; Hulleman
et al. 2017). When students perceive instructional activities to be
too costly (in time, resources, or stress), motivation and interest
decreases (Barron and Hulleman 2015).

2.2. Setting the Stage

With these considerations in mind, in this project we aimed
to engineer a new way of integrating the teaching of R into
the teaching of statistics so as to promote students’ statistical
thinking and transfer. Our project builds directly on three devel-
opments: the MOSAIC project (making R syntax more transpar-
ent to novices), web 2.0 technology (making R programming
environments more available to novices), and the emergence
of the field of learning engineering (making student data from
learning R more available to researchers).

The MOSAIC Project The first of these is the MOSAIC
project (Pruim, Kaplan, and Horton 2017). Though R was
not designed to support students’ development of deep
understanding of statistics concepts, the MOSAIC team has
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written a number of R packages designed to do just that: to
simplify the syntax of functions so that students can more easily
understand the underlying structure. MOSAIC R functions
not only enable students to explore and analyze data, but they
also provide tools for representing and understanding complex
statistical ideas, such as randomness.

Widespread Availability of Web2.0 Technology A second
development is the ability to integrate R programming envi-
ronments in cloud-hosted online instructional materials. Even
with tools like MOSAIC, students still, until recently, had to
either download and install an R integrated programming
environment (IDE) such as R Studio on their own computers to
run R or use computer labs with R already installed. This has
necessitated the pedagogical separation between statistics and
data analysis. Today, next generation web technologies make it
possible to interleave explanatory text with R programming
examples, right on the same web page. The barriers to full
integration of statistics and data analysis having now been
removed, paves the way for researchers to understand how to
exploit the new platforms to benefit student learning.

Availability of Student Response Data Finally, the emergence
of the interdisciplinary fields of learning engineering (Lieber-
man 2018; Thille 2018; Dede, Richards, and Saxberg 2019) has
fostered new ways of capturing and analyzing students’ inter-
actions, responses, and learning on a moment-by-moment level
as students work through course materials. Certainly, individual
instructors have devised creative ways of integrating statistics
and data analysis, but we have scant data available to assess
the actual impact of these different pedagogical innovations on
students’ motivation and learning, especially in real time. This
leads directly to our current project.

3. Project Overview

This study is part of a larger project in which we are building
a technology platform and a set of working routines for
developing, implementing, testing, and continuously improv-
ing online learning materials based on students’ response
data. The first prototype of this approach is a continuously
improving online textbook for teaching introductory statistics,
CourseKata Statistics and Data Science (available for preview
at www.coursekata.org; see Stigler et al. 2020). The online book
consists of 12 chapters and 144 pages, each of which interleave
text, graphics, R coding exercises, and formative assessment
questions (more than 1200 in all). We briefly describe the book
in the next section.

3.1. Course Design

A major feature of the online book is the complete integration of
data analysis using R into the introductory statistics curriculum.
Students using our online textbook do not have to download,
install or configure any software, or even switch from one win-
dow on a screen to another, in order to complete the pages of the
book. We hypothesize that by interleaving R data analysis activi-
ties with the introduction of statistical concepts, and by building
on the MOSAIC project (Pruim, Kaplan, and Horton 2017), we
can make script-based programming accessible to all learners,
regardless of background or prior programming experience, and

support deep learning of statistics without increasing cognitive
load or eliciting negative emotions in students.

The pedagogical design of the book is based on the practic-
ing connections hypothesis, which is grounded in theory and
research from psychology and the learning sciences (Fries et
al. 2020). The practicing connections hypothesis argues that in
order to develop coherent and transferable knowledge in com-
plex domains, like statistics, students need repeated opportuni-
ties to engage in deliberate practice making connections among
key concepts, representations, and situations of the domain
over time. Whereas most traditional statistics texts use algebraic
notation to represent statistics concepts, our textbook uses R as
a key representation, and integrates R according to the following
principles:

1. R exercises should help students to represent ideas and make
connections between concepts, not just be used to compute
answers. In our textbook, R exercises focus on using model-
ing, simulation, and visualization to understand abstract con-
cepts like randomness and the data generating process. The
R code should be used to help students learn the meaning of
other important statistical representations (e.g., the algebraic
notation of the General Linear Model, specific vocabulary).

2. R exercises should be interleaved throughout the text and
embedded in the practice of data analysis. The textbook
should interleave R exercises with other types of exercises
(e.g., writing, multiple choice, categorization tasks) to pro-
vide opportunities for productive struggle, feedback, and
deliberate practice. In other words, R exercises should be
viewed as one part of an active opportunity for students to
make connections.

3. Practice with R should start simple and become increasingly
sophisticated and complex over time, providing students a
gentle on-ramp to the adoption of R as a tool for doing and
thinking about statistics and data analysis.

4. Expectations about what authentic users of R do should be
taught in an authentic manner. Novices might expect to learn
how to flawlessly generate code that works on the first try.
Instead, a growth mindset toward R should be cultivated
where students are taught to expect errors, forgetting, and
frustration as part of the process for all data scientists. Using
cheat sheets, asking for help, and searching online are not
hacks just for beginners but something that even professional
R users do.

5. Students should have opportunities to apply their developing
skills to answer meaningful questions using real data so that
they can experience, first-hand, the value of computation
for understanding and doing statistics and the relevance of
statistical thinking in their everyday lives.

In sum, the textbook should reduce the R learning curve and
increase motivation wherever possible; focus on teaching R
as a tool for understanding and doing statistics, rather than
programming as an end in itself; draw on resources created by
other statistics educators (e.g., MOSAIC) to reduce the number
of functions students need to learn and to make those functions
more understandable; scaffold R activities, and provide hints
and feedback; cultivate a growth mindset orientation toward
learning to program; and make it easy for students to get help, so

https://www.coursekata.org
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they don’t focus on memorization (e.g., R cheat sheet, glossary,
help desk).

3.2. Study Aims

The goal of the current research was to present an initial “proof
of concept.” We examined three large classes of students’ atti-
tudes and experiences as they used the online textbook through-
out a 10-week introductory course in statistics. Prior work has
found that students are initially anxious viewing R output, but
their anxiety abates over time (Rode and Ringel 2019). However,
this finding has yet to be replicated in a larger sample size and
within a course that requires students to write code, generate
plots, and compare models in R (rather than look at R output).
If our approach to integrating R as a tool for understanding
statistics is effective, we expect that at the end of the course
we will find that students not only showed gains in learning
and transfer, but they also developed positive attitudes toward
R (even for students who are initially hesitant about learning R
programming).

We had three specific aims in this exploratory study. The pri-
mary aim was to determine if it is possible to use R in an intro-
ductory course with students who have limited mathematical
and computer programming backgrounds, without negatively
impacting their learning or motivation. Past research suggests
that students hold negative beliefs and misconceptions about
computer programming, which can influence their motivation
and behavior during learning (Siek et al. 2006; Scott and Ghinea
2014; Cheryan, Master, and Meltzoff 2015; Google and Gallup
2015; Tek, Benli, and Deveci 2018). It is possible that even if R
is a valuable skill for students to learn, that students would, on
average, leave with a negative disposition to programming. But
if the design of our course is successful, students may end the
course feeling positive about R and perceiving the course to be
valuable.

A second aim was to understand individual differences in
how students experienced the course and in how differences
in these experiences might produce different motivational and
learning outcomes. In particular, we wanted to make sure that
integrating R did not contribute to existing disparities by helping
some groups of students and hindering others, such as female
students, and students with race/ethnicities that are tradition-
ally underrepresented in STEM fields (Riegle-Crumb and King
2010; Gallup 2016; Charles and Theìbaud 2018).

A third aim was to identify potential challenges and opportu-
nities for intervention to improve students’ experiences learning
statistics and data analysis with R. Even if most students have
a positive experience using R in our course, it is likely that
some students may struggle. Thus, our final aim is to identify
students who do not develop positive attitudes toward R and
identify how they may differ from students who do end up with
positive attitudes. By better understanding the experiences of
students who struggle, we hope to design improvements that
might reduce their numbers in future iterations of our course.

4. Method

4.1. Study Context

The course, Introduction to Psychological Statistics, is an under-
graduate course offered by the psychology department at a large

public research university located in a major city in the west-
ern United States. The course provides a basic introduction to
statistics and data analysis with an emphasis on its application to
research in psychology. The goals are for students to understand
basic concepts that underlie descriptive and inferential statistics
and use them to make sense of new situations, to be prepared
cognitively and emotionally to learn more advanced techniques
in the future, and to be able to do basic data analysis using
the R statistical programming language. Students majoring in
psychology must complete the course with a grade of C- or
better in order to remain in their degree program.

The three sections of the course described in this study are
blended courses. In addition to standard lecture and office hours,
each class incorporated online components. The online com-
ponents included the interactive online textbook (CourseKata
Statistics and Data Science), a question/answer forum, and links
to online resources (e.g., a help desk and reference materials).
Much of the course content was conveyed through the online
interactive textbook, which included over 1200 embedded for-
mative assessments, embedded R programming exercises, and
practice quizzes. The first four chapters in the textbook provide
students with a scaffolded initial introduction to R, including a
description of the interactive programming environment as well
as practice with basic programming concepts such as functions,
variables, and data types. Students were not provided with sup-
plemental instruction that introduced R outside of the content
in the online textbook.

Lectures occurred twice weekly, were led by instructors, and
focused on deepening understanding of concepts, connecting
concepts, discussing examples, and answering questions. Stu-
dents participated during lecture by answering questions posed
by the instructor via an audience polling tool. Other face-to-face
components included a separate, weekly, large-group discussion
section which was used to administer quizzes and answer ques-
tions about course content. Quizzes were administered once
every other week. On weeks when no quizzes were scheduled,
discussion sections involved short review presentations and
question and answer sessions led by graduate Teaching Asso-
ciates. Students’ final course grades comprised performance on
quizzes (administered once every two weeks), completion of
homework assignments (reading and completing all exercises
in the assigned online textbook chapters), and performance on
cumulative exam(s).

4.2. Participants

Data were collected from 672 undergraduate students who used
our interactive online textbook as part of the course, Intro-
duction to Psychological Statistics during the 2019–2020 aca-
demic year. Students were enrolled in one of three sections of
the course at the University of California, Los Angeles. Each
section was taught by a different instructor, but all used the
same blended course format and interactive online textbook:
CourseKata Statistics and Data Science. The data were collected
as part of an ongoing project, which was approved by the Institu-
tional Review Board at the University of California, Los Angeles
(IRB No: 20-001033).

We initially obtained data from 789 students: 290 who took
the course in Fall 2019 (Class A), 244 who took one section of
the course in Winter 2020 (Class B), and 255 students who took
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Table 1. Socio-demographic characteristics of participants in the sample.

Class A Class B Class C
Fall 2019 Winter 2020 Winter 2020

Characteristic Instructor A Instructor B Instructor C Total Sample

n % n % n % n %

Gender
Female 183 75% 163 74% 146 70% 492 73%
Male 47 19% 54 25% 55 26 156 23%
Nonbinary/other 0 0% 1 <1% 5 1% 6 <1%
Did not disclose 14 8% 1 <1% 3 <1% 18 3%
Race/ethnicity
White 64 26% 47 22% 73 35% 184 27%
Asian 71 29% 97 44% 83 40% 251 37%
Latino 52 21% 40 18% 33 16% 125 19%
Multi-racial/other 18 7% 11 5% 8 4% 37 6%
M East/N. African 15 6% 13 6% 3 1% 31 5%
Black/African Am. 10 4% 9 4% 6 3% 25 4%
Did not disclose 14 6% 2 <1% 3 1% 19 3%
Programming experience
None 153 63% 98 45% 89 43% 340 51%
Some 91 37% 120 55% 120 57% 331 49%
GPA
3.50–4.00 171 70% 123 56% 115 55% 409 61%
Parental education
College educated mother 170 70% 148 68% 154 74% 472 70%
Total 244 219 209 672

another section of the course in Winter 2020 (Class C). How-
ever, our analyses focus on only those students who (a) remained
enrolled for the duration of the course, (b) completed at least
one question on both the pre- and post- course surveys, and (c)
agreed to share their data with the research team. Students who
did not meet these criteria (n = 117) were excluded. Of these
excluded students, 27 (23%) did not agree to share their data, 30
(26%) created an account but did not respond to any questions
in the online textbook, and 60 (51%) did not complete either the
pre- or post-course survey.

The resulting analytic sample (n = 672) was 73% female and
self-identified as 37% East/Southeast Asian, 19%, Latino, 27%
White, 5% Middle Eastern and North African, 4% Black/African
American, and 5% more than one race/ethnicity/other. Table 1
contains sociodemographic information for students in the
sample.

Due to small sample sizes, participants who did not dis-
close gender (n = 18) or selected nonbinary or other gender
(n = 6) were not included in formal hypothesis tests com-
paring gender differences. Similarly, Black/African American
students (n = 25), Middle Eastern and North African students
(n = 31), and students who self-identified with more than
one race/ethnicity/other (n = 37) were not included in formal
hypothesis tests of racial/ethnic differences due to low frequen-
cies. Instead, we present the raw data for these demographic
subgroups and comment on how those data compare to patterns
from larger demographic groups (e.g., male, female and Asian,
Latino, White students).

4.3. Procedure

Students took a survey at the beginning and end of the course.
The surveys included questions about students’ experiences,
expectations, attitudes, and motivational beliefs. A subset of the
motivational belief questions was presented again on a survey

embedded two-thirds of the way through the course content
(chapter 8 in a 12-chapter book). During the course, students’
interactions and performance on embedded formative assess-
ments were collected within the online textbook. An overview
of the study design is shown in Figure 1.

4.4. Measures

Measures were generated by students’ responses to survey
questions administered at three time points before and during
the course and log-data from students’ interactions within the
online textbook. Questionnaires assessed students’ attitudes
and beliefs about learning and students’ background and
demographic characteristics. The measures are described below.

Attitudes toward Learning R Students rated their attitudes
toward using R on a single item—“In this course, you will
use/have used R (a programming language) to analyze data; how
do you feel about this?” to which they responded using a 5-
point Likert scale from strongly negative to strongly positive.
R attitude items were administered at the beginning and end
of the course (t1 and t3). In addition to the attitude measure,
students completed two additional R items at t3. Students rated
their confidence in their ability to use R (e.g., “I am confident I
could use R to analyze a new dataset”) using a 5-point scale from
not at all confident to extremely confident. They also rated how
important R was for their learning using a 5-point scale from
not at all important to important.

Concerns about the Course Following recommendations by
Gal and Ginsburg (1994), we paired Likert items with an open-
ended question in which students self-described their concerns
at the beginning of the course. Students were asked to provide
a short response to the following prompt, suggested by Gal
and Ginsburg (1994): “When I think about this course, I’m
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Figure 1. Study design.

concerned that…(write “not at all” if you so feel).” Responses
that mentioned “R,” “coding,” “computer programming,” or
“programming” were coded to create a dichotomous indicator of
whether or not students mentioned computer programming as a
concern (1 = mentioned computer programming as a concern,
0 = did not mention computer programming as a concern).

Expectancy, Value, and Cost We measured students’ moti-
vational beliefs using items from the expectancy-value-cost
scale (Kosovich et al. 2015). Students rated their expectations
for success in the course (e.g., “I know I can learn the material
in this course,” “I believe I can be successful in this course”)
using a 5-point scale from strongly disagree to strongly agree.
Expectancies were measured at two timepoints: t1 and t2.
Perceived course value was measured using two items (“The
content of this course is important for me,” and “What I
learn in this course will be useful in the future”). Students
rated agreement using a 5-point scale from strongly disagree
to strongly agree. Value items were administered at three
timepoints: t1, t2, and t3. Perceived course cost was measured
using three items—“I’m unable to put in the time needed to do
well in this course,” “I have to give up too much to do well in this
course,” and “This course is too stressful for me.” Students rated
their agreement using a 5-point scale from strongly disagree
to strongly agree. Cost items were administered at a single
timepoint, t2. We created aggregate measures of expectancy,

value, and cost by averaging the scores for each construct at
each time point.

Beliefs about Memorization On the pre- and post-course
surveys (t1 and t3), students rated how much they felt the course
required (or would require) memorization (e.g., “I expect that
this course will require a lot of memorization” or “This course
required a lot of memorization”) using a 5-point scale from
strongly disagree to strongly agree.

Engagement Engagement with course materials was mea-
sured using data from students’ interactions within the online
textbook. Measures were calculated on a chapter-by-chapter
level for each student. We looked at the following engagement
measures: chapter review score, calculated as the proportion of
correct responses on the embedded review activity at the end
of each chapter, word count, calculated as the number of words
on a summary students were required to write for each chapter,
R performance, calculated as the proportion of R activities that
were correct on the first submission, R attempts to correct, for R
activities that students answered incorrectly on the first attempt,
the average number of attempts it took students to get the correct
answer.

Sociodemographic Characteristics Several socio-demographic
variables that could account for differences in students’ atti-
tudes and learning outcomes were included in the analyses.
These variables included self-reported gender and race/ethnicity,
GPA, and parental education. Students reported their cumulative
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grade point average by selecting from one of the following five
categories: 3.50–4.00, 3.00–3.49, 2.50–2.99, 2.00–2.49, and less
than 2.00. Parental education was measured by asking students
to report the highest level of education attained by their mother.
Responses were dummy coded to indicate the mother’s educa-
tion level (1 = college educated, 0 = not college educated).

Computer Programming Background Computer program-
ming background was measured on the pre-survey (t1).
Students selected one of the following options to indicate prior
experience with computer programming: yes, I have taken
a computer programming class; yes, I have used computer
programming in a nonprogramming class; not a formal course,
but I have tried programming on my own; no. The first three
categories were combined to create a dichotomous indicator
of previous programming experience (0 = no prior computer
programming experience, 1 = some computer programming
experience).

4.5. Statistical Analysis

Descriptive and inferential analyses were performed to char-
acterize students’ attitudes and beliefs at the beginning of the
course (t1), after chapter 8 (t2), and at the end of the course (t3)
and to investigate changes in students’ attitudes from beginning
to end of the course (t3 –t1). Because R attitude, R confidence, R
importance, and perceived memorization were each measured
using a single, ordered item, they were treated as ordinal data
and analyzed with nonparametric tests and ordinal regression
using the ordinal package (Christensen 2018) in R (R Core Team
2019). Expectancy, value, and cost and engagement outcome
variables were analyzed using one-way and repeated measures
ANOVAs. We conducted all of our analysis in R version 3.6.2 (R
Core Team 2019).

5. Results

5.1. Student Characteristics

About half (49.3%) of the students in our sample had been
exposed to computer programming before taking our course.
Of those students who had previously been exposed to computer
programming (n = 331), 59.5% had taken a formal computer
programming course, 32.3% had used programming in a
non-computer programming course, and 8.2% had tried pro-
gramming on their own. Consistent with underrepresentation
of racial/ethnic minority groups in STEM in the United
States, prior programming experience was associated with
race/ethnicity, X2(3) = 22.82, p < 0.001. Of students who
self-identified as Latino/Hispanic, about 34% had previously
been exposed to computer programming compared to 50% of
students who self-identified as White and 61% of students who
identified as Asian. A similar pattern of results was observed
among students who self-identified as Black/African American
(about 36% of whom had previous programming experience)
and students who self-identified as Middle Eastern/North
African (about 29% of whom reported prior programming
experience). About half (49%) of students who self-identify
as multi-racial or other race/ethnic background reported some
computer programming experience.

Previous programming experience also varied as a function
of parental education, X2(1) = 16.77, p < 0.001. Students
with college educated mothers (53.7%) were more likely to have
prior programming experience than students with noncollege
educated mothers (36.4%). Previous programming experience
did not vary as a function of gender, X2(1) = 0.32, p = 0.6.

5.2. Attitudes and Concerns at the Beginning of the Course

Prior to starting the course, the majority of students (73%)
expressed negative or neutral attitudes toward learning R (e.g.,
“strongly negative,” “negative,” or “neither positive nor nega-
tive”). Initial R attitude ratings were distributed symmetrically,
with a median of 3 (neither positive nor negative), and a range
of 4 (see Figure 3). The most common response was “neither
positive nor negative” (n = 239), which accounted for 36% of
all student ratings. The remaining students showed a tendency
toward more negative attitudes. For instance, 9% of students
(n = 59) felt “very negative” while only 6% of students (n = 41)
felt “very positive.” Similarly, 30% of students felt “negative”
(n = 195) while 21% (n = 138) of students felt “positive.”

Table 2 shows the distribution of initial R attitude ratings
for all students and broken down by programming experience,
gender, and race/ethnicity. The table shows that “very negative”
attitude ratings were more common among female students
(10%), Latino students (15%), and students no previous pro-
gramming experience (12%), whereas “very positive” attitude
ratings were most common among White students (8%), male
students (12%), and students with some previous programming
experience (8%).

Mann-Whitney U tests and effect sizes, r, were conducted
to detect any differences in initial R attitude ratings by pro-
gramming experience and gender. Results showed an effect of
programming experience (Z = 5.0, p < 0.0001, r = 0.123
95% CI[0.049, 0.198]) and gender (Z = 3.7, p = 0.0002,
r = 0.141, 95% CI[0.065, 0.217]), such that students with
some programming experience (mean rank = 372.7) were more
likely than students with no programming experience (mean
rank = 300.3) to rate R positively. Similarly, male students
(mean rank = 384.6) were more likely than female students
(mean rank = 322.2) to rate R positively. A Kruskal-Wallis test
further revealed that initial R attitude ratings varied according
to students’ race/ethnicity, H(2) = 9.5, p = 0.009. A post
hoc Dunn test with Bonferroni adjustment revealed statistically
discernible differences between White students and Latino stu-
dents (Z = 2.9, p = 0.011) such that White students (mean
rank = 307.8) were more likely than Latino students (mean rank
= 255.3) to rank R positively. There were no other statistically
discernible differences in initial R attitudes by race/ethnicity at
the beginning of the course.

When asked to describe their concerns about the course
(before starting) on an open-ended question, approximately
one-third of students (32%) mentioned R, coding, or computer
programming. Chi-square tests of independence revealed that
females were more likely than males (40% of females vs. 22% of
males) to mention R as a concern, X2(1) = 10.9, p < 0.001,
but there were no detectable differences in the proportion of
students mentioning R as a concern by race/ethnicity, X2(2) =
0.8, p = 0.7. The proportions of students who mentioned R
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Table 2. Distribution of initial R attitude ratings overall and broken down by programming experience, gender, and race/ethnicity.

Pre-course R Attitude Ratings (t1) n

1 2 3 4 5
Strongly negative Somewhat negative Neither positive nor negative Somewhat positive Strongly positive

All students 59(9%) 195 239 138 41(6%) 672
Programming experience
None 4(12%) 113 120 53 13(4%) 340
Some 18(5%) 82 119 84 28(9%) 331
Gender
Female 48(10%) 149 181 93 21(4%) 492
Male 9(6%) 38 49 41 19(12%) 156
Nonbinary/other 0(0%) 4 2 0 0(0%) 6
Did not disclose 2(11%) 4 7 4 1(1%) 18
Race/ethnicity
Asian 22(9%) 79 88 48 14(6%) 251
Latino 19(15%) 32 50 19 5(4%) 125
White 11(6%) 51 55 52 15(8%) 184
Multi-racial/other 1(3%) 13 16 2 3(9%) 35
M. East/N. African 2(7%) 8 12 7 2(7%) 31
Black/African Am. 2(8%) 7 9 6 1(4%) 25
Did not disclose 2(11%) 5 7 4 1(5%) 19

as a concern among Black/African American students (25%),
Middle Eastern and North African students (32%), students
who identified as multi-racial or other race/ethnicity (39%), and
students who did not disclose their race/ethnic identity (26%)
were similar to the proportions of students who mentioned R as
a concern among White (34%), Latino (30%), and Asian (33%)
students. Similarly, there was no discernable difference between
the proportion of students with programming experience who
mentioned R as a concern (33%) and the proportion of students
without programming experience who mentioned R as a con-
cern (32%) to mention R as a concern, X2(1) = 0.10, p = 0.8.

Though students with and without prior programming expe-
rience expressed concern about learning R at similar rates, the
content of their responses differed subtly. For example, students
with some programming experience seemed concerned because
of their previous experience. One student wrote:

“I worry that I’ll enter and leave the course with absolutely
no overarching understanding of the applicability of coding,
because this has been the case in every class I’ve taken that
required coding.”

Another simply reported: “When I took a computer pro-
gramming course at community college, I struggled a lot.”

On the other hand, students with no programming experi-
ence tended to express a generalized fear of coding and their
ability to learn it: “I won’t enjoy computer coding because I’ve
never done it before,” one student wrote. Other students simply
reported that, “Programming is hard,” and “I will be bad at
programming.”

5.3. Changes in Attitudes toward R

Figure 2 shows the distribution of students’ R attitude ratings at
the beginning and end of the course. Overall, students rated R
more positively at the end of the course than at the beginning.
Whereas 74% of students rated their attitude as either negative
or neutral at the beginning of the course, this percentage was
reduced to only 34% by the end of the course. The percent of
students who felt “strongly positive,” about using R, likewise,
went from 6% to 19%; more than triple the number of students

Figure 2. Distribution of R attitude ratings at the beginning and end of the course.
Note: Vertical lines represent the median rating score. R attitude was measured
using a 5-point scale from 1 = very negative to 5 = very positive.

from the beginning to end of the course. A paired signed-rank
test detected a difference between the median R attitude rating
at the end of the course (Median = 4) and the median R attitude
rating at the beginning of the course (Median = 3), Z = 13.9,
p < 0.0001.

Table 3 shows the breakdown of R attitude ratings at the end
of the course by R attitude ratings at the beginning of the course.
About 80% (n = 202) of the 254 students who initially held
negative attitudes toward learning R developed more positive
attitudes by the end of the course. Further, over half (57%)
of those students who felt “strongly negative” or “somewhat
negative” at the beginning of the course felt “somewhat positive”
or “strongly positive” about R at the end of the course.
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Table 3. Frequency of R attitude ratings at the beginning and at the end of the
course.

Pre-course R attitude ratings (t1) Post-course R attitude ratings (t3) n

1 2 3 4 5
1 = Strongly negative 7 9a 14a 25b 4b 59
2 = Somewhat negative 14 31 34a 88b 28b 195
3 = Neither positive nor negative 9 25 53 120 32 239
4 = Somewhat positive 4 4 16 72 42 138
5 = Strongly positive 1 3 3 15 19 41

Note: aStudents who started out negative and increased their attitudes toward
R. bStudents who started out negative and ended the course feeling positive
toward R.

To investigate differences in R attitudes across the two time-
points (t3 − t1) and to see if change in R attitude ratings varied
based on individual student characteristics, we used repeated
ordinal regression analysis. We fit separate models to estimate
the effect of time on R attitude ratings and to estimate the
main and interactive effects of time and prior programming
experience, gender, race/ethnicity, and concern about learning R
at the beginning of the course. In each ordinal regression model,
R attitude rating was an ordinal outcome variable with time (t1
and t3) and the student characteristic (group) as predictors, with
students as the random factor.

There was a discernible difference between the likelihood
of rating R positively at the beginning of the course compared
to the end of the course (likelihood ratio X2(1) = 224, p <

0.0001). Across all students, the odds of rating R more pos-
itively were higher at the end of the course (t3) than at the
beginning of the course (t1). Though, overall, students changed
their attitudes toward R to be more positive, some groups of
students increased their attitudes more than others. Specifically,
there was a statistically discernible difference in the pattern of R
ratings for female compared to male students (likelihood ratio
X2(1) = 4.44, p = 0.0001) such that the odds of female students
increasing their R attitude ratings from beginning to end of the
course were higher than the odds of males increasing their R
attitude ratings from beginning to the end of the course. There
was also a discernible difference in the pattern of R ratings for
students who did and those who did not mention R as a concern
(likelihood ratio X2(1) = 10.0, p = 0.002) such that students
who mentioned R as a concern were more likely to increase their
R attitude ratings to be positive from beginning to end of the
course than students who did not mention R as a concern.

5.4. Confidence and Importance Ratings

In addition to R attitude ratings, we looked at students’ ratings
of how confident they felt using R to analyze a new dataset
and their rating of how important they felt R was for their
learning of course material. The frequencies for R confidence
ratings and R importance ratings are shown in Tables 4 and 5,
respectively.

As Table 4 shows, students reported feeling confident in
their ability to use R at the end of the course. However,
some groups of students reported higher confidence than
others. Mann-Whitney U tests revealed that R confidence
ratings differed by prior programming experience (Z = 4.6,
p < 0.0001) and gender (Z = 2.8, p = 0.005). Students

with some prior programming experience (mean rank = 367.3)
rated their confidence higher than students without any prior
programming experience (mean rank = 302.3) and male
students (mean rank = 359.1) rated their confidence higher
than female students (mean rank = 359.1). A Kruskal-Wallis
test further revealed a detectable difference in the average
end-of-course R attitude ratings by students’ race/ethnicity,
H(2) = 14.2, p = 0.0008. A post hoc Dunn test with
Bonferroni adjustment revealed that White students reported
higher confidence than Asian students (Z = 2.5, p = 0.04) and
Latinx students (Z = 3.7, p = 0.0007). Although Black/African
American students (n = 25) and Middle Eastern/North African
students (n = 31) were not included in this analysis due to
small sample sizes, their responses are similar to the responses
of Latino and Asian students.

In terms of R importance, overall, students felt that R was
important for their learning in this course. The most com-
mon responses were “very important” (37%) and “extremely
important” (36%), and this pattern was similar within each sub-
group of students. Mann-Whitney U tests showed that impor-
tance ratings did not differ by previous programming experi-
ence (Z = 1.5, p = 0.1) or gender (Z = 1.4, p = 0.2).
Similarly, a Kruskal-Wallis test revealed that R importance did
not vary by race/ethnicity for Asian, Latino, and White stu-
dents (H(2) = 4.2, p = 0.1). As with R confidence ratings,
Black/African American students (36% of whom rated R as
extremely important) and Middle Eastern/North African stu-
dents (42% of whom rated R as extremely important) ratings of
R importance were similar to the responses of Latino (39% of
whom rated R as extremely important), Asian (40% of whom
rated R as extremely important), and White students (30% of
whom rated R as extremely important).

5.5. Students Who Expressed Negative Attitudes on the
Presurvey

Though the majority (80%) of students who started off feeling
negatively toward R shifted their feelings to be more positive at
the end of the course, there were students whose attitudes did
not improve. To better understand the students’ experiences that
might have contributed to these differences, we identified two
subgroups of students:

1. The negative-to-positive students were 297 students who rated
their attitude toward learning R as “very negative,” “somewhat
negative,” or “neither positive nor negative” at the beginning
of the course (t1) and at the end of the course (t3) rated their
attitude as “somewhat positive” or “very positive.”

2. The negative-to-negative students were 196 students who also
rated their attitudes as “very negative,” “somewhat negative,”
or “neither positive nor negative” at the beginning of the
course (t1) and again rated their attitudes as “very negative,”
“somewhat negative,” or “neither positive nor negative” at the
end of the course (t3).

We compared these two subgroups of students, which we
will refer to as the neg-pos and neg-neg, respectively, in an effort
to identify how to improve future students’ experiences with
learning R. We compared socio-demographic characteristics as
well as two categories of students’ experiences: learning-related
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Table 4. Distribution of R confidence ratings at the end of the course overall and broken down by programming experience, gender, and race/ethnicity.

Post-course R confidence ratings (t3) n

1 2 3 4 5
Not at all confident Somewhat confident Moderately confident Very confident Extremely confident

All students 23(3%) 84 220 277 65(10%) 669
Programming Experience
None 16(5%) 54 124 116 27(8%) 337
Some 7(2%) 30 96 160 38(11%) 331
Gender
Female 17(4%) 66 165 202 40(8%) 490
Male 6(4%) 11 45 70 23(15%) 155
Nonbinary/other 0(0%) 1 2 1 2(33%) 6
Did not disclose 0(0%) 6 8 4 0(0%) 18
Race/ethnicity
Asian 7(3%) 30 86 104 23(9%) 250
Latino 7(6%) 23 38 46 9(7%) 123
White 4(2%) 14 54 83 29(16%) 184
Multi-racial/other 2(6%) 3 11 19 0(0%) 35
M. East/ N. African 1(3%) 6 10 12 2(7%) 31
Black/African Am. 2(8%) 2 11 8 2(8%) 25
Did not disclose 0(0%) 6 9 4 0(0%) 19

Table 5. Distribution of R importance ratings at the end of the course overall and broken down by programming experience, gender, and race/ethnicity.

Post-course R Importance Ratings (t3) n

1 2 3 4 5
Not at all important Somewhat important Moderately important Very important Extremely important

All students 14(2%) 42 121 249 241(36%) 667
Programming Experience
None 7(2%) 25 71 114 119(35%) 336
Some 7(2%) 17 50 134 122(37%) 330
Gender
Female 11(2%) 28 83 179 186(38%) 487
Male 1(< 1%) 11 33 62 49(31%) 156
Nonbinary/other 0(0%) 1 0 2 3(5%) 6
Did not disclose 2(11%) 2 5 6 3(17%) 18
Race/ethnicity
Asian 3(1%) 11 44 92 98(40%) 248
Latino 2(2%) 9 22 43 48(39%) 124
White 4(2%) 12 35 78 54(30%) 183
Multi-racial/other 1(3%) 3 6 9 16(46%) 35
M. East/ N. African 1(3%) 4 4 9 13(42%) 31
Black/African American 1(4%) 1 5 9 9(36%) 25
Did not disclose 2(11%) 2 5 7 3(16%) 19

beliefs (e.g., success expectancies, perceptions of value and cost,
and beliefs about memorization) and engagement with course
materials.

Characteristics of the Two Subgroups There were no dis-
cernible differences in the two subgroups of students at the start
of the course. Students in the two subgroups showed similar
distributions of prior programming experience, X2(1) = 0.88,
p = 0.3, gender X2(1) = 0.35, p = 0.6, race/ethnicity, X2(2) =
4.1, p = 0.1, and grade point average X2(4) = 8.9, p = 0.06. The
groups also did not differ in terms of the proportion of students
who mentioned R as a concern at the beginning of the course
X2(1) = 0.69, p = 0.4. Raw data for the socio-demographic
characteristics of students in the neg-neg and neg-pos groups
are presented in Table 6.

Belief Trajectories We used repeated measures ANOVA to
compare changes in expectancy and value beliefs over time
for the two subgroups of students (neg-neg vs. neg-pos). As
Figure 3 shows, there was an interaction between subgroup and
time for perceived course value, F(2,948) = 31.5, p < 0.0001.

Though both groups valued the course content at the beginning
of the course, the neg-neg group came to value the course less
over time more than the neg-pos group. Paired sample t-tests
and Cohen’s d calculations revealed that, although both groups
decreased their perceived value from timepoint 1 to timepoint
2, students in the neg-neg group, t(180) = 9.0, p < 0.001,
d = 0.71, decreased their perceived value more than students in
the neg-pos group, t(277) = 3.4, p = 0.0009, d = 0.23. Students
in the neg-neg group also showed a decrease in mean value from
time point 2 to timepoint 3, t(180) = 2.3, p = 0.02, d = 0.16,
whereas students in the neg-pos group did not, t(277) = 0.28,
p = 0.8, d = 0.02.

A repeated measures ANOVA revealed an interaction
between subgroup and time for expectancy, F(1, 465) = 20.9,
p < 0.0001. As Figure 4 shows, both groups of students
developed lower expectations for success from beginning to
end of the course. However, the neg-neg group showed a greater
decrease in their expectations from timepoint 1 to timepoint 2,
t(179) = 7.8, p < 0.0001, d = 0.72, than did the neg-pos
group, t(286) = 2.13, p = 0.03, d = 0.16. A one-way ANOVA
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Table 6. Socio-demographic characteristics of students in neg-neg and neg-pos
subgroups.

Subgroup

Neg-pos Neg-neg
Total students Programming Experience 297 196
None 160 114
Some 137 (42%) 82 (46%)
Gender
Female 233 (79%) 145 (74%)
Male 56 40
Nonbinary/other 4 2
Did not disclose 4 9
Race/ethnicity
Asian 122 (41%) 67 (34%)
Latino 54 (18%) 47 (24%)
White 76 (26%) 41 (21%)
Multi-racial/other 21 (6%) 11 (6%)
Middle Eastern/North African 10 (3%) 12 (6%)
Black/African American 9 (3%) 9 (5%)
Did not disclose 5 (2%) 9 (5%)

Figure 3. Perceived course value at the beginning of the course (t1), after chapter
8 (t2), and at the end of the course (t3) for students in the neg-neg and neg-pos
subgroups.

comparing perceived course cost for the two subgroups at time 2
further revealed that students in the neg-neg group (M = 3.42,
SD = 0.95) felt the course was more costly (i.e., the course
was time consuming and stressful) than students in the neg-pos
group (M = 2.61, SD = 0.97), F(1, 476) = 80.1, p < 0.0001.

We used repeated ordinal regression to compare changes in
conceptions that the course required memorization from time-
point 1 to timepoint 3 across the two subgroups. Holding time
constant, the odds of students in the neg-neg group agreeing
that the course required memorization were more than twice as
high as the odds of a student in the neg-pos group agreeing that
the course required memorization (exp(β) = 2.43, likelihood
ratio X2(1) = 29.1, p < 0.0001). There was also an interaction
between time and subgroup, such that the odds that students
in the neg-neg group would increase their agreement that the
course required memorization were more than twice as high as
the odds that than students in the neg-pos group would increase
their agreement that the course required memorization over

Figure 4. Expectations for success at the beginning of the course (t1) and after
chapter 8 (t2) for students in the neg-neg and neg-pos subgroups.

time (exp(β) = 2.15, likelihood ratio X2(1) = 9.10, p =
0.003). Taken together, these results suggest that students who
maintained negative or neutral attitudes toward R throughout
the course may have developed different patterns of beliefs than
students who developed more positive attitudes toward R.

Engagement with Course Materials over Time One reason
why a student might develop more negative beliefs is if they
experience failure or perceive their performance to be low. Alter-
natively, experiencing success might lead students to develop
more positive beliefs. To explore this hypothesis, we visually
inspected students’ performance on the R exercises, measured
as the proportion of exercises answered correctly on the first
attempt (standardized for each chapter, as the difficulty of R
exercises varied) and on the review activities at the end of each
chapter (also standardized by chapter). As Figures 5 and 6 show,
the neg-pos students performed better on end of chapter review
questions (Figure 5) and the embedded R activities (Figure 6)
than neg-neg students.

Students who ended the course feeling negative perceived
the course to be more costly. One reason they might perceive
the course as costly is if they are spending a disproportion-
ate amount of time or effort on the course compared to stu-
dents who end the course feeling positive. We looked at two
proxy measures of time and effort to explore this idea. First,
we looked at the number of attempts it took students to arrive
at the correct answer for R exercises they got wrong on their
first attempt. Next, we looked at the word count of students’
chapter summaries, reasoning that the length of their written
response would positively correlate with student effort. As Fig-
ure 7 shows, the neg-pos and neg-neg groups did not show
statistically discernible differences in the number of attempts
on R exercises that were initially incorrect, but students who
ended positive tended to make more attempts than those who
ended negative. Similarly, neg-pos students showed a trend of
writing more words on average for the end of chapter summaries
(Figure 8).
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Figure 5. Performance on end-of-chapter review questions for students in the neg-
neg and neg-pos groups.
Note: Performance was measured as the proportion of end-of-chapter review ques-
tions answered correctly. A z-score was calculated for each student as a measure
of average performance on the review questions in each chapter relative to other
students. The graph shows estimates and 95% confidence intervals for each group
by chapter.

Figure 6. Proportion of R exercises answered correctly on the first attempt for each
chapter for students in the neg-neg and neg-pos subgroup.
Note. Performance was measured as the proportion of R activities that were sub-
mitted correctly on the first attempt. A z-score was calculated for each student as a
measure of average performance on all R activities in each chapter relative to other
students. The graph shows estimates and 95% confidence intervals for each group
by chapter.

6. Discussion

The goal of this study was to explore whether integration of R
coding within an interactive online textbook can reduce the per-
ceived cost of learning programming for students while increas-
ing its value and relevance to statistical understanding and prac-
tice. Specifically, we were interested in whether integrating R
programming in a way that facilitates student understanding of
statistics would lead psychology students taking an introductory
statistics course to develop more positive attitudes toward R and
improve their motivation to learn statistics.

Figure 7. Attempts to arrive at the correct answer on incorrect R activities for each
chapter for students in the neg-neg and neg-pos subgroups.
Note: Average attempts to arrive at the correct answer for each chapter for each
student were calculated by dividing the total number of attempts on R exercises
in each chapter by the total number of R exercises in that chapter the student
answered incorrectly on the first attempt. A z-score was calculated for each student
as a measure of average attempts to correct on R activities in each chapter relative
to other students. The graph shows estimates and 95% confidence intervals for each
group by chapter.

Figure 8. Word count for end-of-chapter summaries for students in the neg-neg
and neg-pos subgroups.
Note: Word count was calculated as the total number of words students used in their
end-of-chapter summaries A z-score was calculated for each student as a measure
of summary length for each chapter relative to other students. The graph shows
estimates and 95% confidence intervals for each group by chapter.

In line with previous research (i.e., Anderson et al. 2008;
Baser 2013) our results show that, in the beginning, some stu-
dents tend to hold negative attitudes toward programming. Yet,
we found that most students (84%) ended the course either
positively disposed or neutral toward R. This corroborates past
evidence that suggests although students may initially be more
anxious about computing, their anxiety greatly abates with prac-
tice (Du, Wimmer, and Rada 2016; Rode and Ringel 2019).

Even more promising, we found that students, in general,
developed more positive attitudes toward R over time and
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this pattern appeared similar for students of different genders,
race/ethnic backgrounds and different levels of prior experience.
In fact, students who were the most concerned about learning
programming at the beginning of the course showed the greatest
increase in their attitudes toward programming after engaging
with course materials. These findings suggest that, in line with
our hypothesis and findings from other successful projects like
MOSAIC, that when students are introduced to programming
languages like R in a way that supports understanding, they can
develop more positive attitudes toward programming. Similar
results were found by Charters et al. (2014) in a population of
adults learning computer programming for the first time. Our
study extends these findings to a new population: undergraduate
students learning computer programming in the context of an
introductory course in statistics.

Although the disparities in R attitudes between students
from different backgrounds became less pronounced over time,
there were still detectable differences in students’ R confidence
and perceptions of the importance of R for their learning. For
example, male students and White students felt more confident
in their ability to use R to analyze a new dataset than women and
Asian and Latino students. Thus, although providing students
with opportunities to work with R to promote understanding
may help to narrow discrepancies between demographic groups,
it does not completely erase them. This finding is similar to other
findings that show women tend to have lower confidence in
STEM domains compared to male students, despite equal levels
of preparation and previous performance (Ellis, Fosdick, and
Rasmussen 2016).

While most students who entered the course with negative
attitudes toward R developed positive attitudes toward R by
the end of the course, some students maintained their negative
attitudes throughout the course. Students’ difficulties learning
programming are well documented in the literature (i.e., Qian
and Lehman 2017), but little is known about what differentiates
students who come to enjoy programming from those who do
not. Most studies have focused on the relationship between
initial attitudes and learning. For example, Tai (2003) found
that students who held positive attitudes toward computer-
assisted learning environments demonstrated greater learning
of computer programming. However, there is considerable value
in studying the experiences of students who do not go on to
forming positive identities, on a more fine-grained level over
time.

Our findings provide some preliminary insights into stu-
dents’ experiences and belief trajectories over time. Students
who began the class with negative attitudes toward R but later
reported positive attitudes (neg-pos) and students who never
adopted positive attitudes (neg-neg) did not differ in terms of
demographics or initial course perceptions and expectations.
However, partway through the course, students in the neg-neg
group valued the course less, had lower expectations for success,
and believed that the course was more costly. What might drive
these differences?

Some clues as to why students had such different experiences
can be found in their approaches to learning: the neg-neg group
believed (both at the beginning and end of the course) that
learning would require a lot of memorization. They generally
performed worse on the R coding exercises and end of chapter

review activities. Past research has shown that students who
conceive of learning as memorization hold an interconnected
pattern of beliefs that can be maladaptive to learning (Säljö
1979; Van Rossum, Deijkers, and Hamer 1985). For example,
students who view learning as memorization often tend to view
their ability to learn as fixed, stable, and unchanging (Chan
2008) and are more likely to believe that learning is about
testing, calculation, and practice than understanding and con-
necting concepts (Liang and Tsai 2010). Students who conceive
of learning as memorization may also adopt a “surface level”
approach to learning, be less interested in the course material,
and show lower self-efficacy (Tsai et al. 2011). Our results show
partial support for a relation between beliefs and performance,
as students in the neg-neg group performed lower on the end of
chapter review activities as well as the R programming activities,
suggesting that they may have a different approach to the course
material that leads to lower performance in general.

Further, we found that although the neg-neg students per-
ceived the course to be more time-consuming than the neg-
pos students, their patterns of engagement with course materials
suggest they spent equivalent amounts of time on the course,
and they did not spend more time on R exercise attempts,
nor did they write more on open-response questions. In fact,
students who adhered to their negative attitudes tended to make
fewer attempts and used fewer words than students who devel-
oped more positive attitudes. This suggests that, though objec-
tively, both groups of students put roughly equal effort into the
course with pos-pos students sometimes showing greater effort,
students who had negative attitudes toward R at the end of the
course subjectively felt the course was more time-consuming.

These results, while exploratory, raise questions about the
role of students’ experiences and behavior and the role of these
factors in attitude formation. Past studies have found experi-
ence factors to be only moderately correlated with students’
attitudes (i.e., Garland and Noyes 2004). Our results indicate
that experiences and behaviors during learning—specifically
students’ performance and perceptions of how valuable and
costly the course is—may differentiate students who develop
more positive attitudes from those who maintain initial negative
attitudes.

Strengths, Limitations, and Areas for Future Research This
exploratory study contributes to the growing body of knowledge
of how computational tools can be integrated to improve statis-
tics teaching and learning. A strength of this study is that we
were able to longitudinally track attitudes and link these beliefs
to demographic and performance data. As a proof of concept,
our results were promising. Students reported positive experi-
ences using R during our course, and this pattern was similar for
students across varying levels of prior experience. One reason
for the success may be the way we integrated R in the course.
For example, in addition to designing our integration to reduce
the cognitive load of learning R and making the experience of
using R more valuable to students, we implemented additional
supports such as a help desk that was embedded directly into
the online textbook, a glossary of R functions, and a cheat sheet
that students could download and use as a reference. The effect
of these approaches warrants more exploration in the future.

This study was limited in a number of ways. First, we mea-
sured students’ attitudes toward R using a single rating item
at the beginning and end of the course. However, students’



14 M. C. TUCKER ET AL.

attitudes toward R are likely more complex and may vary sub-
stantially at different points in the course. As our results show,
students’ attitudes toward learning R may also differ from their
confidence and from how important they perceived R to be for
their learning. Future studies should investigate the different
dimensions of students’ R attitudes and how they change over
time throughout the course in relation to contextual factors such
as overall course performance or the difficulty of the material.
It may also be helpful to include more qualitative measures of
students’ R attitudes to develop a richer and more complete
understanding of how students are feeling about learning R.

Second, our investigations of the relationship between
change in students’ attitudes toward R and their motivational
beliefs and experiences throughout the course were mostly
exploratory. More research is needed to understand the
relationship and direction between these variables. Future
studies could investigate whether interventions that target
students’ motivational beliefs or early experiences using R might
lead those students who maintained negative attitudes toward R
to develop more positive attitudes by the end of the course. For
example, past research has shown that feedback is important
for learning programming. Perhaps changing the nature or
content of the feedback students receive when they answer a
question incorrectly may buffer against negative experiences
when students make mistakes learning R. Similarly, adding
additional scaffolds to make learning R less costly or identifying
and reaching out to students who struggle with R early in the
course may improve their subsequent learning experiences.

Other important limitations of the present study include the
small sample sizes in some socio-demographic subgroups (e.g.,
African American/Black, Middle Eastern/North African, Multi-
racial/other race/ethnic identity, and nonbinary people) and the
treatment of demographic subgroups in our survey. To better
capture the diversity of students’ experiences, we are collecting
data from a more diverse sample of students at the university,
community college, and high school levels. Future studies will
include expanded formal statistical analyses that include impor-
tant, yet, traditionally excluded groups whose experiences we
were not able to fully capture in this study. Additionally, we
have updated our demographic survey items to better capture
the diversity of student backgrounds. For example, we included
additional questions to take into account the vastly different
backgrounds of Asian American students and to differentiate
between Asian American students and international students
from Asia.

Finally, an important unanswered question concerns how
learning R might benefit students’ learning of statistics concepts.
Though we did not address the relationship between learn-
ing R and students’ statistics understanding in this study, we
encourage future research in this area. For example, it would be
interesting to know what types of experiences using R are useful
for developing understanding and transfer of statistics concepts,
and whether, once they have learned how to use R to explore
data, students apply those strategies to understand and explore
datasets they encounter in the future.
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